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Preface

This glossary contains definitions for terms and trial designs that are commonly encountered in the

broadly defined field of ‘innovative trial designs’. The glossary is intended to fulfil the objectives of

the nomenclature component of the Australian Clinical Trials Alliance (ACTA) Innovative Trial Design

Working Group. Readers who may find the glossary useful include other ACTA working groups, hu-

man research and ethics committees, consumers and community, and new entrants into the field of

innovative trial design including students and clinical researchers. The intention is for this glossary to

be a centralised, living document that will be updated and improved upon either suggestion or indica-

tion, with the general consensus of the ACTA Innovative Trial Design Working Group, as the field of

innovative trial design grows and matures.

For the purposes of this glossary, innovative trial designs include adaptive trials that focus on ei-

ther between-patient randomisation (such as multi-arm, multi-stage designs or response adaptive ran-

domisation) or within-patient randomisation (such as sequential multiple assignment randomised trial

designs), platform trials (including basket and umbrella trials), cluster randomised trials (including

stepped-wedge and cross-over trials), and embedded designs (including registry trials).

Comments, corrections, and suggested additions can be emailed directly to the ACTA Innovative Trial

Design Working Group via: acta@clinicaltrialsalliance.org.au
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Adaptive Covariate

A

Adaptive As in ‘adaptive trial’ or ‘adaptive de-
sign’. An adaptive trial is a trial where aspects of
the trial design may be modified, typically based
on analysis of accumulated data at interim anal-
yses. Can be either Bayesian or frequentist. See
interim analysis.

General overviews of adaptive trial designs, in-
cluding common design types, can be found in
Berry (2012), Park et al. (2018), and Pallmann
et al. (2018). For a clinician-focused primer on
design consideration, see Thorland et al. (2018).
For an overview of methodological consider-
ations, see Granholm et al. (2022). Berry et
al. (2010) provide a comprehensive handbook
on adaptive trials using Bayesian methods in
particular. For a regulators perspective, see
US Food and Drug Administration (2010, 2018,
2020, 2022). Wason et al. (2019) provide an in-
sightful commentary on when adaptive designs
are not useful.

Adaptive treatment policy See dynamic treat-
ment regimen.

Alpha spending A flexible, frequentist ap-
proach of distributing (or spending) the type I
error (or alpha) over the duration of a group
sequential trial. It allows for new looks to be
added without inflating the overall level of type
I error.

B

Basket trial The US Food and Drug Adminis-
tration (2022) define a basket trial as a:

[...] trial [that] involves a single investigational drug
or drug combination that is studied across multiple
populations defined by disease, histology, number of
prior therapies, genetic or other biomarkers, or demo-
graphic characteristics.

Note that, more generally, the intervention does
not necessarily need to be a drug and could con-
ceivably be any type of intervention.

Bayesian inference A gentle definition of
Bayesian inference is given by Gelman et al.
(2014):

Bayesian inference is the process of fitting a probabil-
ity model to a set of data and summarising the result
by a probability distribution on the parameters of the
model and on unobserved quantities such as predic-
tions for new observations.

A more technical definition is that it is an ap-
proach to statistical inference that conditions on

observed data using a likelihood function and
treats all other quantities, including parameters,
as random variables. A necessary condition for
Bayesian inference is that parameters of the as-
sociated likelihood function are assigned prior
distributions. All inference is based on the pos-
terior distribution, which combines the infor-
mation from the likelihood and the prior distri-
butions. Generally speaking, the alternative to
Bayesian inference is frequentist inference.

Borrowing An informal shorthand for a
Bayesian technique that uses relevant informa-
tion from other subgroups within a trial, typi-
cally via a hierarchical model, to provide a more
informative estimate of efficacy in other trial
subgroups of interest.

McGlothlin and Viele (2018) provide a non-
technical description borrowing using Bayesian
hierarchical models. Berry et al. (2013) describe
the technique in the context of phase II oncology
trials and Murthy et al. (2021) make the case for
borrowing between paediatric and adult cohorts
within a single clinical trial.

C

Concurrently randomised cohort (CRC) Trial
participants whose members had the same treat-
ments available to them and the same chance of
receiving those treatments at the same time. A
fixed trial design has a single concurrently ran-
domised cohort. In an adaptive trial, if the set of
interventions that a patient can be randomised
to changes, there will be multiple contiguous
concurrently randomised cohorts. See also con-
temporaneous cohort, non-concurrent controls,
and stage.

Bofill-Roig et al. (2022), Saville et al. (2022),
Marschner et al. (2022), and Wason et al. (2022)
provide different strategies for analysis.

Consumer Patients and potential patients, car-
ers, and people who use health care services.
Consumers can also be people who represent the
views and interests of a consumer organisation,
a community, or a wider constituency.

Contemporaneous cohort Trial participants
who were randomised within the same stage of
an adaptive trial. This is different to concur-
rently randomised cohort. Participants may be
contemporaneous but not concurrent, and vice
versa. See concurrently randomised cohort, non-
concurrent controls, and embedded fixed de-
sign.

Covariate Can be either baseline (pre-
randomisation) or post-randomisation patient
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Covariate-adjusted adaptive randomisation Decision-theoretic

characteristics distinct from the interventions.

Covariate-adjusted adaptive randomisation A
method of randomisation aiming to achieve bal-
anced treatment allocation over a set of influen-
tial covariates.

Cluster randomisation When treatment is ran-
domly allocated to groups (or clusters), rather
than individuals. Used as the basis for clus-
ter randomised trials including stepped-wedge
and cluster cross-over designs. In a cluster ran-
domised trial, the ’unit of analysis’ typically
refers to the level at which the data are anal-
ysed. For example, the ’unit of analysis’ may
be at the individual level, but in some cases out-
comes may be analysed at the cluster level.

Confidence interval A probabilistic interval
that covers the true value of the population pa-
rameter of interest with a nominal degree of con-
fidence, e.g. 95%. Confidence intervals based on
repeatedly samples of the population will con-
tain the true value 95% of the time.

Core protocol Also known as a ‘master proto-
col’. A document that details the central aims of
a trial along with core trial endpoints, decision
rules, estimands, and trial governance structures
that will be consistent throughout the design
and across different domains. Typically used
in platform, umbrella, and basket trials. Ide-
ally immutable over time, although subject to
change with appropriate approvals from ethical,
research, and funding bodies. The core proto-
col is typically supplemented by appendices that
describe specific aspects of the trial, facilitate de-
sign adaptations, typically including a statisti-
cal appendix, a continually updated and ver-
sion controlled implementation guide for sched-
uled analyses, and statistical analysis plans that
are implemented when a terminal analysis is
required. See recent regulatory guidelines (US
Food and Drug Administration, 2020).

Credible interval The interval within which
the value of a population parameter of interest
belongs with some probability. Used to sum-
marise the uncertainty around a parameter. Typ-
ically, an equal-tailed 95% credible interval is
used for inference, which is the interval in which
the probability in each tail outside of the inter-
val is 0.025. Often abbreviated to CrI to distin-
guish from frequentist confidence intervals. See
‘Bayesian inference’.

D

Data safety and monitoring board (DSMB)
Also known as a data safety and monitoring

committee (DSMC). The DSMB is a committee
independent of both the Trial Steering Commit-
tee and any trial sponsor or funder. It advises
these bodies on continuation or stopping based
upon safety and efficacy considerations. The pri-
mary objective of the DSMB is to assure safety
for the patients in the trial. Regulatory guidance
has been long established by the US Food and
Drug Administration (2006). For an insightful
historical note on the evolution of DSMBs, see
Meinert (2022)

Decision quantity A measure of evidence that
is used to make trial decisions, for example arm
stopping in an adaptive trial. This quantity can
be either Bayesian (e.g. the probability of an in-
equality between population summary between
two intervention groups with a scalar value) or
frequentist (e.g. a p-value).

Decision rule A statistical rule that states the
point at which a decision quantity passes a deci-
sion rule threshold, at which point following the
rule must be recommended to the DSMB. Typi-
cally, decision rules are constructed to represent
the either superiority, equivalence, inferiority, or
the non-inferiority of an intervention, or the sta-
tistical futility of continuing the trial to reach any
of these conclusions. Can be either Bayesian or
frequentist.

Decision rule threshold The specific thresh-
old, applied to a quantity of interest, at which
a decision rule is to be followed. For example,
a nominal 95% threshold might be used to con-
struct a Bayesian decision rule where a posterior
probability of a treatment effect being positive is
greater than 0.95, or frequentist decision rule a
p-value less than 0.05.

Decision-theoretic Refers to the use of an ex-
plicit utility (or loss) function that incorporates
the value of outcomes with their probability to
make decisions under uncertainty. Can be either
Bayesian or frequentist. See loss function, utility
function, and value-of-information.

Seminal works in decision-theory extend back to
Von Neumann and Morgenstern (1944) who de-
veloped the general theory, and Savage (1954)
who formalised the statistical theory. Berger
(1980) and Robert (2007) provide comprehen-
sive technical references for statistical decision-
theoretic methods with a mostly Bayesian fo-
cus. Relevant to clinical trial design, Claxton
et al. (2000) provide an accessible formalisation
of treatment decisions and trial design, Lipsky
and Lewis (2013) describe design and ethics of
decision-theoretic response adaptive randomi-
sation, Ryan et al. (2016) provide a review of
modern computation algorithms for Bayesian
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Domain Hierarchical model

decision-theoretic experimental design, and Hee
et al. (2016) review decision-theoretic designs of
small trials and pilot studies.

Domain A set of mutually exclusive and com-
peting interventions that share a common clini-
cal mode of action or clinical context of use.

Domain-specific appendix An appendix to a
core or master-protocol document describing the
protocol relating to a given domain of a multifac-
torial platform trial.

Dynamic treatment regimen A set of rules de-
scribing how treatment could be assigned in re-
sponse to some dynamically changing factor, for
example, degree of treatment response. Iden-
tifying the optimal dynamic treatment regimen
from those under consideration is desired. Se-
quential multiple assignment randomised trials
can be used to obtain data to identify optimal
dynamic treatment regimens. Also known as a
dynamic treatment regime or an adaptive treat-
ment policy. Arguably first described by Robins
in 1986, with more recent pioneering contribu-
tions around the time of Lavori and Dawson
(2000) and Murphy (2003). Several excellent
texts are available detailing the appropriate sta-
tistical methodology for dynamic treatment reg-
imens including Chakraborty and Moodie (2013
and Tsiatis et al. (2019).

E

Early stopping The process of stopping a trial,
or a component of a trial, on the basis of accu-
mulated data, before the trial was planned to
terminate. See adaptive design, response adap-
tive randomisation, and multi-arm multi-stage
designs.

Embedding The process of integrating research
activities within routine patient care, e.g one or
more of screening, recruitment, delivery of inter-
vention, and data collection.

Embedded fixed design One of the unique
randomisation configurations occuring within
a participant randomisation scheme, which is
equivalent to a fixed design embedded within an
overall adaptive trial.

Estimand Specific definition of the quantity
of interest in a research study. Defining an
estimand entails providing details on five at-
tributes: intervention condition(s), population,
outcome, population-level summary and post-
randomisation events (also known as intercur-
rent events).

Estimand framework A systematic approach

to thinking through the trial objectives to ensure
that the trial goals are both precise and transpar-
ent (through the specification of the estimand)
and that the proposed design and analysis are
aligned with them.

Enrichment A study design that allow re-
searchers to identify sub-populations of partici-
pants for whom a proposed intervention is more
likely to be beneficial and increase enrolment
from those sub-populations.

Epoch An element of a set of mutually exclu-
sive and exhaustive time periods that is typically
used in statistical modelling for clinical trials
with response adaptive randomisation or early-
stopping to either incorporate non-concurrent
control groups or treatment dynamics (with re-
spect to time), or as a complement to a piecewise
analysis of concurrently randomised cohorts.
See also concurrently randomised cohorts, con-
temporaneous cohorts, and non-concurrent con-
trols.

F

Futility A statistical decision rule at which
point the there is little chance or no chance
of demonstrating a clinically meaningful effect
(e.g. superiority) if the trial was to continue as
planned.

Frequentist inference Commonplace approach
to statistics developed around the classical con-
cepts of long-run probability. Forms the basis
of the widely used null hypothesis significance
testing framework. See also Bayesian inference.

G

Group sequential A particular type of trial de-
sign where data are examined at interim analy-
ses and decisions made to stop or continue the
intervention under investigation without inflat-
ing the type 1 error. See also early stopping.

H

Hierarchical model A statistical model that al-
lows for clustered data (e.g. repeated measures
on individuals, or data for individuals that be-
long to a group). Also commonly described as
‘mixed effects’, ‘random effects’, ‘variance com-
ponents’, ‘varying-intercept’, or ‘varying-slope’
models. Can be either Bayesian or frequentist.
For Bayesian approaches to hierachical models
see Gelman et al (2014) for general modelling
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Historical control Non-concurrent control

strategies, and McGlothlin and Viele (2018 for
more of an adaptive trial context.

Historical control Refers to data from external
and often completed studies. Often used to esti-
mate indirect treatment comparisons using trial
data.

I

Inferiority A conclusion that an intervention
leads to a worse outcome than some reference
treatment.

Interim analysis An analysis conducted over
the course of an ongoing trial using the data ac-
cumulated so far. Results can be used to imple-
ment a priori decision rules and potentially mod-
ify the conduct of the trial. See also ‘scheduled
analysis’.

J

Intentionally blank

K

Intentionally blank

L

Likelihood function Describes the joint prob-
ability of the observed data as a function of the
parameters of the chosen statistical model. Max-
imum likelihood estimation is the cornerstone of
frequentist methods.

Likelihood principle A philosophical principle
stating that the only data that should affect deci-
sion making is that which is observed. Funda-
mental to Bayesian decision making. For more
technical discussion of the likelihood principle,
refer to Berger (1980) and Robert (2007).

Loss function The inverse of a utility function.
See utility function.

M

Master protocol See core protocol.

Markov-chain Monte Carlo (MCMC) A sim-
ulation technique used in Bayesian statistics to
approximate the posterior distribution of a pa-
rameter of interest and to sample from it. For a
relatively gentle introduction to modern MCMC
methods, see Gelman et al. (2014).

Minimisation A particular method of
covariate-adaptive randomisation that allocates
participants to the intervention group that best
maintains balance in given prognostic factors,
typically with some uncertainty maintained.
First proposed by Pocock and Simon (1975).

Monte Carlo Simulation technique using ran-
dom sampling and statistical modelling to eval-
uate the performance of a design; or more gen-
erally a procedure, and study its performance.

Multi-arm, multi-stage (MAMS) A common
name for an adaptive trial with more than 2 arms
where data are used to evaluate pre-specified de-
cision rules at different successive interim anal-
yses. See early stopping and response adaptive
randomisation.

Multiplicity The potential inflation of the type
1 error rate as a result of multiple testing due, for
instance, to comparisons across multiple arms or
repeated testing of the same outcome at different
times over the course of a trial.

Many methods are available to control for multi-
plicity in clinical trials, however opinions about
the need and methods to differ among practi-
tioners (Pike et al., 2022). For a non-technical
overview, see Bender and Lange (2001). For
an overview of modern approaches, including
graphical methods, see Wang et al. (2015). Ryan
et al. (2020) provide recommendations as to
whether Bayesian adaptive designs should ad-
just for multiple interim analyses. Guidelines
from a regulators perspective are available from
the US Food and Drug Administation (2022).

Multiple imputation A statistical approach
used to handle missing data. It aims to allow for
the uncertainty about the missing data by creat-
ing several completed datasets where the miss-
ing values are imputed based on the observed
data and appropriately combining parameter es-
timates obtained for each of them.

N

Network meta-analysis A type of meta-
analysis where 3 or more treatments are being
compared using both direct comparisons, possi-
bly from randomised controlled trials, and indi-
rect comparisons from historical controls in tri-
als based on the same or similar comparator.

Non-concurrent control Data from a control
arm of an adaptive trial that is not part of a
concurrently randomised cohort from which an
effect estimate is sought. Note that a non-
concurrent control can be contemporaneous.
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Non-inferiority Real-world evidence

Can improve trial efficiency at the cost of in-
creased bias because of time trends. See con-
currently randomised cohort, and contempora-
neous cohort.

Non-inferiority A conclusion that an interven-
tion does not lead to worse outcomes than a ref-
erence treatment up to a certain limit, called non-
inferiority margin. A one-sided version of an
equivalence trial.

Null hypothesis An a priori assumption of no
effect between two treatment arms. For exam-
ple, typical for a continuous endpoint, a null hy-
pothesis is assumed to be that in which a mean
difference between two treatment arms is equal
to exactly zero (with a fixed population vari-
ance).

Null hypothesis significance testing (NHST)
A statistical hypothesis testing framework that
uses frequentist methods of statistical inference
used to decide whether the sampled data sup-
port a particular hypothesis. Null hypothesis
significance testing assumes that the null hy-
pothesis is true (e.g. a treatment under investi-
gation has no effect on the outcome of interest in
a clinical trial).

N-of-1 Single participant trials whereby the
participant randomly receives each treatment in
a randomised sequence, with participants acting
as their own control.

O

Operating characteristics The long-run prop-
erties of a clinical trial design, typically power,
under different scenarios. See also simulation.

Outcome adaptive randomisation See re-
sponse adaptive randomisation.

P

Participant randomisation scheme An individ-
ual listing that captures, for each participant, the
treatments that were available to them and their
chance of receiving those treatments.

Participant reported outcome Any report of
the status of a participant’s health condition that
comes directly from the participant, without in-
terpretation of the participant’s response by a
clinician or anyone else.

Platform trial A trial design that allows mul-
tiple interventions within one or more domains
across one or more subgroups of participants,
that is governed centrally using a core protocol.

Posterior distribution The posterior distribu-
tion (or simply posterior) is used in Bayesian
analysis to describe the information about a pa-
rameter of interest (e.g. intervention effect) af-
ter observing data. It is typically a combination
of the prior distribution and new evidence pro-
vided by the likelihood function. It can be cal-
culated at an interim analysis or any time an up-
date is desirable.

Posterior sampling See Thompson sampling.

Prior distribution Also referred to commonly
as a ‘prior’. Represents the investigator’s be-
lief about the true value of a parameter, without
knowledge of the observed sample data.

Posterior predictive distribution The distribu-
tion of unobserved data based on observed data
and a Bayesian model (including a prior distri-
bution). Often used in clinical trials to predict
the results at the end of the trial, based on the
posterior distribution.

Population Comprises all those who meet the
eligibility criteria (i.e. fulfil the inclusion criteria
and exclusion criteria). Not necessarily only the
trial participants.

Population summary A well-chosen statistic
that allows inference about the population of in-
terest to be derived from a sample of that popu-
lation.

p-value The probability of observing test re-
sults at least as extreme as the result actually ob-
served, under the null hypothesis. This frequen-
tist statistic is typically interpreted as a measure
of evidence against the null hypothesis.

Q

Intentionally blank

R

Real-world data Real-world data are data de-
fined by the US Food and Drug Administration
(2018) as:

‘[...] data relating to patient health status and/or the
delivery of health care routinely collected from a va-
riety of sources.’ and Examples of real-world data
include data derived from electronic health records;
medical claims and billing data; data from product
and disease registries; patient-generated data, includ-
ing in-home-us settings; and data gathered from other
sources that can inform on health status, such as mo-
bile devices’.
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Regimen Statistical appendix

Real-world evidence Real-world evidence are
defined by the US Food and Drug Administra-
tion (2018) as:

‘[...] the clinical evidence about the usage and poten-
tial benefits or risks of a medical product derived from
analysis of real-world data’

Regimen Typically used in multi-factorial plat-
form trials to describe a combination of inter-
ventions, typically with one intervention per do-
main.

Registry A collection of information about indi-
viduals, for instance patients with a specific di-
agnosed condition.

Registry trial A pragmatic trial that uses clin-
ical registries as an efficient and low-cost plat-
form for case records, data collection, randomi-
sation, and follow-up.

Randomisation Means by which trial partici-
pants are randomly allocated to treatment.

Response adaptive randomisation A randomi-
sation procedure that uses past intervention as-
signments and participants responses to alter
the probability of allocation to different inter-
vention arms/regimens. Typically favours bet-
ter performing arms/regimens at the time the
calculation is made. Can either be ‘between-
participant’ or ‘within-participant’:

• Between-participant Individuals are ran-
domised only once, however that randomi-
sation depends on the observed outcomes of
other individuals. Includes group-sequential,
multi-arm, multi-stage designs, and response
adaptive randomisation.

• Within-participant Individuals are ran-
domised, with fixed probability, to multiple
treatments sequentially over time, possibly
depending on their observed histories. In-
cludes sequential multiple assignment ran-
domised trial designs and some N-of-1 stud-
ies.

S

Sample size re-estimation A particular adapta-
tion where the sample size is re-calculated based
on data available at an interim analysis. See
adaptive design.

Scheduled analysis A pre-specified analysis of
trial data, either conditional on elapsed calen-
dar time or some recruitment/follow-up target
(e.g. total number of patients with primary out-
come), with the intention of either making adap-
tive trial decisions or providing a terminal anal-

ysis. A non-terminal scheduled analysis is also
often known as an ‘interim analysis’.

Sequential multiple assignment randomised
trial (SMART) A trial where each participant
is randomised at multiple time-points among a
set of interventions that are conditional on the
participant’s intermediate outcome. See also
within-patient randomisation.

Simulation Computer-based experimentation
to evaluate operating characteristics of trial de-
signs. Involves simulating large numbers of ‘hy-
pothetical’ trials with each trial sampling from
an assumed probability distribution on, for ex-
ample, treatment effects, recruitment rates, and
times-to-events. Trials designs such as response
adaptive designs are typically too complicated
to be designed using closed-form mathemati-
cal equations. Commonly simulated operating
characteristics include type I error (the propor-
tion of false positive successes under the null hy-
pothesis) and power (the proportion of true pos-
itive successes under different treatment effects).

Silo An informal shorthand for a group of par-
ticipants within a platform trial who are defined
by some mutually exclusive characteristic.

Stage A time period in an adaptive trial
between design adaptations, within which the
study design remains fixed.

State A set of mutually exclusive and exhaus-
tive categories, defined by characteristics of a
participant within a platform trial, that are ca-
pable of changing over time for a single partic-
ipant at different time-points during their par-
ticipation in the platform (i.e. they can be dy-
namic). States are used to define eligibility for
domains and this can include defining eligibility
that occurs after the time of enrolment. State can
used as an additive covariate within the statisti-
cal model.

Statistical analysis plan (SAP) A detailed and
prespecified instruction for a required analysis
of trial data. Often a distinction is made between
a terminal SAP (i.e. to be implemented the con-
clusion of a trial or component of a trial such as
a platform domain) or an interim SAP (i.e. to be
implemented at a non-terminal scheduled anal-
ysis).

Statistical appendix A comprehensive adden-
dum to a core protocol for a platform trial that
specifies, in general terms, the randomisation
strategies and statistical model/s that will be
used to analyse the trial data. Ideally immutable
over the course of the trial. This differs from
the a SAP in that it will contain only general
modelling strategies, whereas a SAP will pro-
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Statistical significance Value-of-information

vide modelling strategies specific to the data be-
ing analysed.

Statistical significance Refers to whether any
difference between groups being studied are
likely to be real or simply due to chance. It is typ-
ically based on pre-specified threshold for the p-
value (e.g. 5%).

Strata Comprise a set of mutually exclusive
and exhaustive categories (stratum), defined by
baseline characteristics of a participant within an
adaptive platform trial, in which the relative ef-
fects of interventions may be differential. The
criteria that define a stratum must be present at
or before the time of enrolment. See silos and
subgroup.

Subgroup A mutually exclusive baseline pop-
ulation characteristic into which participants of
a trial can be partitioned (e.g. adults and non-
adults). In the case of a platform trial, a
subgroup is some characteristic other than silo
membership). See strata and silo.

Superiority A conclusion that an intervention
leads to better outcomes than reference treat-
ment.

Stepped wedge A particular type of cluster
randomised trial where the intervention is rolled
out progressively to all clusters and maintained
until the end of the trial. Clusters are ran-
domised in terms of the order in which the in-
tervention is rolled out.

T

Terminal analysis A special case of a sched-
uled analysis that occurs at the cessation of ei-
ther a trial, or a component of a trial (e.g. if a
domain is closed). The results of such an anal-
ysis are typically made publicly available (albeit
ensuring the integrity of any remaining compo-
nents of the trial is not compromised).

Thompson sampling A general framework for
sequential decision problems that aims to bal-
ance ‘exploration’ (i.e. learning about the prob-
lem) and ‘exploitation’ (i.e. seeking to maximise
expected utility). Also known as posterior sam-
pling. Often used to guide response adaptive
randomisation in clinical trials, where randomi-
sation to a treatment is proportional to the prob-
ability that the treatment is optimal.

Traditional trial Often used to refer to standard
2 arm, parallel group, randomised clinical trials.

Trial steering committee Also referred to as
a ’trial management committee’ or ’trial steer-
ing group’, or similar). Group of investigators,

not necessarily independent of the trial, with the
overall responsibility for the development and
conduct of a trial. This group is typically blinded
to treatment allocations until randomisation has
ceased.

U

Util A value, where more utils is better. Can be
specific, e.g. dollars, or non-specific. See utility
and utility function.

Utility Some amount of utils that are accrued
upon realising an outcome.

Utility function A function that weights the
utilities of a set of outcomes by the probability
that the outcome occurs. The inverse of a util-
ity function is known as a loss function. See
decision-theoretic, loss function, util, and utility
function.

Umbrella trial A special case of a platform trial
where there is only a single participant popula-
tion (i.e. no subgroups), but multiple domains
(interventions).

Unit of analysis Within a platform trial the unit
of analysis is the group of participants whose
data are analysed together within the model for
a particular domain. The unit-of-analysis can be
all participants who have received an allocation
status in that domain or a sub-group of partic-
ipants who received an allocation status deter-
mined by their status with respect to one or more
strata or states. Within a domain, the response
adaptive randomisation is applied to the unit-of-
analysis.

V

Version control Also known as source control.
The process of tracking and managing changes
to files over time. Essential for trial manage-
ment. Can refer to either ad hoc methods such
as version numbering within documents, or so-
phisticated software development tools that are
increasingly used to transparently manage com-
plicated trial analyses.

Value-of-information Is the amount a decision
maker would be willing to pay for information
prior to making a decision.

W

Intentionally blank

12



Value-of-information Value-of-information

X

Intentionally blank

Y

Intentionally blank

Z

Intentionally blank
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